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Probability: random vectors

> Two-dimensional random variables (mass, density, cdf)
> Independent random variables
> Generalization to n dimensions



It is known that approximately 2% of women of age 45 have breast cancer.
The result of a mammography test is said to be positive if the test detects
the presence of breast cancer. In an hospital, the mammography screening
test has the following performances:

> 90% sensibility: the test is positive (correctly) in 90% of women with

breast cancer;
> 5% false positives: the test is positive (wrongly) in 5% of women who
do not have breast cancer.



a Awomen has a positive mammography. What is the probability that
she has breast cancer?

What do we know?...



a Awomen has a positive mammography. What is the probability that
she has breast cancer?

P(+]C) = 90%
P(+|C) = 5%



a Awomen has a positive mammography. What is the probability that
she has breast cancer?

What do we want to know?...



a Awomen has a positive mammography. What is the probability that
she has breast cancer?

_ P(+]C)P(C) - 0.9 x 0.02 B
PO = P(+|C)P(C) + P(+|C)P(C) (0.9 % 0.02) + (0.05 x 0.98) 0-26




b Last week a group of 25 45-years-old women resulted positive to the
test in the hospital. Determine expected value and variance of the
random variable X = “total number of women in the group with a
breast cancer”.

What kind of random variable is X?



b Last week a group of 25 45-years-old women resulted positive to the
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random variable X = “total number of women in the group with a
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What kind of random variable is X?

Binomial(25, P(C|+))



b Last week a group of 25 45-years-old women resulted positive to the
test in the hospital. Determine expected value and variance of the
random variable X = “total number of women in the group with a
breast cancer”.

So,




b Last week a group of 25 45-years-old women resulted positive to the
test in the hospital. Determine expected value and variance of the
random variable X = “total number of women in the group with a
breast cancer”.

So,

E(X) =25 x 0.26 = 6.5



b Last week a group of 25 45-years-old women resulted positive to the

So,

test in the hospital. Determine expected value and variance of the
random variable X = “total number of women in the group with a
breast cancer”.

E(X) =25 x 0.26 = 6.5

V(X) =25 x0.26 x 0.74 = 4.81



¢ During last decade a group of 15213 women, all aged 45, resulted
positive to the test in the hospital. Determine the approximate
probability that less than 1000 had the breast cancer.

Let us start from...

Binomial(n,p) — Normal(np,np(1 —p)) if n — oo



¢ During last decade a group of 15213 women, all aged 45, resulted
positive to the test in the hospital. Determine the approximate
probability that less than 1000 had the breast cancer.

Let us start from...

Binomial(n,p) — Normal(np,np(1 —p)) if n — oo

X—np | Pz 1000 — 3955.38

P(X <1000) =P(Z < —/———) = <

)= P(Z < —54,73)



Let X be a random variable with density:

_ x% T >2
Ix(@) {0 T <2

> Is it a valid pdf?
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Let X be a random variable with density:

_ fg Tz >2
Ix(@) {0 T <2

> Compute the cdf of X.

e 8 471" 4
P(X = Zdeo=] Zdo=|-——| =1——=
(X <) /2x3 ’ /2x3 v [m2]2 x2

1—4 > 2
Fx<x>={ e P

So,

0 T <2



Let X be a random variable with density:
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> Compute the expected value of X.



Let X be a random variable with density:

fX<:c>={f°’ e

0 x<2

> Compute the expected value of X.

E(X):/ x—3dx=/ —dz = [——] =4
2 z 2 T Tla



Let X be a random variable with density:

fx(w)I{;% r=2

0 x<2

> Let Y = 2X + 3. What is the density of Y?



Let X be a random variable with density:

fx(w)I{;% -

0 x<2

> Let Y = 2X + 3. What is the density of Y?

Let us start from the cdf:

Fy(yy=PY <y)=P2X+3<y) =PX<



Let X be a random variable with density:

fg Tz >2

fX(fC):{O r<?

> Let Y = 2X + 3. What is the density of Y?

Let us start from the cdf:

Fy(yy=PY <y)=P2X+3<y) =PX<

So,




Let X be a random variable with density:

fx($)={’% e

0 x<2

> Can you compute expected value of Y?



Let X be a random variable with density:

fx($)={’% e

0 x<2

> Can you compute expected value of Y?

[z 32 163 -2y
b= [ V= | L -1




Let consider the following joint distribution:

Xy 2 4 6 8
1 11 11
%2 112 24 41
2 o2 0
3 L0 L 0

> Find the marginals for X and for Y.



Let consider the following joint distribution:

Xy 2 4 6 8
1 11 11
%2 112 24 41
2 o2 0
3 L0 L 0

> Find the marginals for X and for Y.

For instance:

PX=1)=P(X=1Y=2+P(X=1Y =4)+P(X =1,Y =6)+P(X =1,Y =8)

S S
12

1 11
12 24 4 24



Let consider the following joint distribution:

Xy 2 4 6 8

1 i1 1 1 1
}2 112 24 41 %4
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> Can you compute expected value of X and Y?




Let consider the following joint distribution:

X[y 2 4 6 8

1 11 1 1 1
}2 112 24 41 254

AR WD I W I

3 2 0 2 0§
T s i
12 6 12 3

> Can you compute expected value of X and Y?

=S aP(X =) =1 x P(X = )+2XP(X=2)+3><P(X:3):§
zel



Let consider the following joint distribution:
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Let consider the following joint distribution:

Xy 2 4 6 8

1 T 1 1 1 u
%2 112 24 41 254

2 i 1w 0 1 e

3 L 0 &£ 0 %
A U G B
12 6 12 3

> Can you compute expected value of X and Y?

E(Y):ZyP(Y:y):2><P(Y=2)+~~+8><P(Y:8):1—4

yey 3



Let consider the following joint distribution:
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Let consider the following joint distribution:

X[y 2 4 6 8

1 1 1 1 1 u
%2 112 24 41 254

2 i o1 0 n g

3 Lo L o &
2 o1 03 1 7
12 6 12 3

> Are X and Y correlated?

Cov(X,¥)= 3 (z—EX)y—EY)PX =Y =y) ==~
(z,y)E(X,Y)



Let consider the following joint distribution:

X[y 2 4 6 8

1 11 1 1 1
}2 112 24 41 %4

2 3 w5 ©oE

3 2 0 2 0§
o s
12 6 12 3

> Are X and Y correlated?

They are negatively correlated and they are not independent.




Exercise 4

The percentage of smokers in a college near Rome is 13%, meaning that if |
pick a student at random, the probability that he/she smokes is p = 0.13.
What kind of random variable can we use to represent the random
experiment of assessing whether or not a student is a smoker?



Exercise 4

The percentage of smokers in a college near Rome is 13%, meaning that if |
pick a student at random, the probability that he/she smokes is p = 0.13.
What kind of random variable can we use to represent the random
experiment of assessing whether or not a student is a smoker?

If we consider a “Success” picking an actual smoker, we can formalize the
output of our “student picking experiment” as a Bernoulli random variable,
X, with parameter p = 0.13. The random variable X can assume only two
values, 1 if the student we pick is a smoker and 0 if he is not. The set

X ={0,1}, containing all the values that X may take, is called the support
of the random variable X.



Exercise 4

Compute the expected value of the random variable X ~ Bernoulli(p)



Exercise 4

Compute the expected value of the random variable X ~ Bernoulli(p)

By definition of expected variable, we have that

E(X)=Y aP(X=2)=0x(1-p)+1xp=p
zeX



Exercise 4

Let us now take a sample of n = 100 units from the student population and
let us count how many are smokers. Define and describe the random
variable that we could use to describe the results of this random
experiment.



Exercise 4

Let us now take a sample of n = 100 units from the student population and
let us count how many are smokers. Define and describe the random
variable that we could use to describe the results of this random
experiment.

The result of this experiment can be formalized as a Binomial random
variable Y ~ Binomial(n, p), which represent the number of successes in n
independent Bernoulli trials X7, ..., X,,, each with the same probability of
success, p. Each of the X is equal to 1 only when the student is smoking,
hence we could also think of Y as the sum of the Bernoulli random
variables, i.e. Y = Z?Zl X;. In our sample we could find any number of
smokers, ranging from 0 (a super healty group) to n. The support of the
random variable Y is thus ¥ = {0, 1, ... ,n}. In our case we have that each of
the 100 student is a different Bernoulli, hence n = 100 and that the
probability of success for each of them is p = 0.13. Our random variable will
thus be Y ~ Binomial(n = 100, p = 0.13).
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Compute the expected value of the random variable Y ~ Binomial(n, p).
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Compute the expected value of the random variable Y ~ Binomial(n, p).

By definition of expected variable, we have that

= yP(Y =y) =iy( Jpr(1—p)nv =

yely y=1



Exercise 4

Compute the expected value of the random variable Y ~ Binomial(n, p).

By definition of expected variable, we have that

= yP(Y =y) =iy( Jpr(1—p)nv =

yely y=1

but...



Exercise 4

Compute the expected value of the random variable Y ~ Binomial(n, p).
"\ n
BE(Y)=> yP(Y =y) =Y y( )p*(1—p"
yely y=1 y

There is also an easy way out: Y can be thought of as the sum of n
independent Bernoulli random variables.



Exercise 4

Compute the expected value of the random variable Y ~ Binomial(n, p).

E(Y)=) yP(Y =y) = En:y(;l)py(l —p)"Y

yey y=1

There is also an easy way out: Y can be thought of as the sum of n
independent Bernoulli random variables.

E(Y) = E (Z Xz) =SB =Y p=mp



Exercise 4

For home:: Compute the probability that in the sample of n = 100 students
there is at least one smoker.



Let us consider X ~ Exp(1) and Y ~ Exp(2). X and Y are independent.
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Let us consider X ~ Exp(1) and Y ~ Exp(2). X and Y are independent.

> Compute the joint density.

Ixy(@,y) = fx(@)fy(y) = 2~ @2 if 2>0,y>0



Let us consider X ~ Exp(1) and Y ~ Exp(2). X and Y are independent.

> Let us consider the triangle, T} with vertices in (0, 0),(0,¢) and (¢, ),
where ¢ > 0. Compute P((X,Y) € T).



Let us consider X ~ Exp(1) and Y ~ Exp(2). X and Y are independent.

> Let us consider the triangle, T} with vertices in (0, 0),(0,¢) and (¢, ),
where ¢ > 0. Compute P((X,Y) € T).

PUX,Y) €T, = / Py (@, y)dady =2 /0 L [ /0 ’ e‘zd:c] dy

T



Let us consider X ~ Exp(1) and Y ~ Exp(2). X and Y are independent.

> Compute P(X <Y).



Let us consider X ~ Exp(1) and Y ~ Exp(2). X and Y are independent.

> Compute P(X <Y).

[*S) Yy [eS)
P(X<Y)= / e [/ e"dm] dy = 2/ e[l —e¥dy= =
) o o 3



